
 NIE dla narzędzi do nudyfikacji

Narzędzia do nudyfikacji  (ang. nudifying tools) nie powinny być dostępne w żadnym 
społeczeństwie, które chce chronić swoje dzieci. Dziś jasno mówimy: ta funkcjonalność nie służy 
żadnemu dobremu celowi i powinna być jednoznacznie oraz powszechnie zakazana.

Podczas ostatniego spotkania światowych liderów zajmujących się ochroną dzieci 
w  internecie, które odbyło się w Rzymie, papież Leon XIV przypomniał w mocnych słowach: 
„Sztuczna inteligencja (AI) musi być sojusznikiem, a nie zagrożeniem dla naszych dzieci.” Aby to 
osiągnąć, konieczny jest natychmiastowy, globalny zakaz narzędzi do nudyfikacji.

Narzędzia te wykorzystują AI do generowania nagich obrazów na podstawie zdjęć ubranych osób. 
Choć reklamowane są jako przeznaczone dla dorosłych i najczęściej wykorzystywane do tworzenia 
nagich wizerunków kobiet i dziewcząt, coraz częściej służą do tworzenia krzywdzących obrazów 
dzieci. Firmy, deweloperzy i osoby tworzące lub rozpowszechniające te narzędzia muszą zostać 
pociągnięte do odpowiedzialności, zarówno prawnej, jak i karnej.

Technologia umożliwiająca tworzenie nagich i krzywdzących wizerunków wywiera podstępny 
wpływ na życie dzieci na całym świecie. Zdjęcia dzieci, w tym ocalałych z wykorzystywania 
seksualnego, są przekształcane bez ograniczeń w coraz bardziej ekstremalne i szkodliwe formy.

Deepfake’i są teraz ściśle powiązane z nadużyciami seksualnymi, wymuszeniami, szantażem. 
Zatrważająco łatwa obsługa tych narzędzi sprawia, że sprawcy nie muszą już zdobywać intymnych 
zdjęć - mogą je tworzyć sztucznie, na dużą skalę, z przerażającą skutecznością. Sprawcy, w tym 
także młode osoby, już teraz zarabiają na tych obrazach, tworząc nowe formy gospodarki opartej na 
krzywdzeniu.

Ta technologia to nie tylko narzędzia - to nowy wektor wykorzystywania, który naraża kobiety
i dzieci - szczególnie dziewczęta - na bezprecedensowe ryzyko. Nie ma dla niej miejsca w żadnym 
społeczeństwie, które ceni bezpieczeństwo i nienaruszalność dzieciństwa.

W dążeniu do paktu na rzecz godności i ochrony najmłodszych, wzywamy rządy i ustawodawców 
do pilnego uchwalenia i egzekwowania regulacji - najpóźniej w ciągu dwóch najbliższych lat 
- zakazujących narzędzi do nudyfikacji i gwarantujących ich powszechną niedostępność.

Wzywamy również instytucje, firmy i obywateli do podjęcia natychmiastowych działań 
w celu wyeliminowania użycia takich narzędzi poprzez zobowiązanie się do:

      • uznania, że narzędzia do nudyfikacji wyrządzają nieodwracalną krzywdę       
         jednostkom, umożliwiając niedopuszczalne wykorzystywanie i wyzyskiwanie 
        szczególnie kobiet i dzieci;

      • uznania głębokich szkód społecznych, jakie powodują te funkcjonalności, 
         w tym normalizacji obrazów o charakterze seksualnym, przemocy ze względu na 
        płeć oraz podważania zaufania i bezpieczeństwa.

Domagania się odpowiedzialności i innowacji poprzez zobowiązywanie firm technologicznych, aby 
wdrażały zasady bezpieczeństwa już na etapie projektowania, przyspieszały rozwój skutecznych 
zabezpieczeń oraz zapewniały pełną transparentność.

Jeśli będziemy ignorować te zagrożenia, zawiedziemy nasze dzieci i samych siebie.  Musimy działać 
teraz. Musimy działać wspólnie. Musimy powstrzymać wykorzystywanie seksualne z użyciem AI, 
zanim rozprzestrzeni się jeszcze bardziej.

WZYWAMY RZĄDY I USTAWODAWCÓW DO PRZEDSTAWIENIA 
PILNEGO PLANU DZIAŁAŃ NA NAJBLIŻSZE DWA LATA. 

W tym okresie każda jurysdykcja musi:

WEZWANIE DO FIRM TECHNOLOGICZNYCH, PLATFORM I DEWELOPERÓW

Firmy muszą natychmiast:

        •  wdrożyć zasady bezpieczeństwa na etapie projektowania - żaden produkt lub model 
            mogący generować nudifikowane deepfake’i nie może zostać oddany do użytku bez 
            potwierdzonych zabezpieczeń;

        •  wykrywać i blokować nudifikowane treści przedstawiające dzieci - stosując skuteczne 
            systemy wykrywania, w tym cross-platform hashing, zabezpieczenia na poziomie modeli                      
            i proaktywne skanowanie;

        •  zakazać używania narzędzi nudifikacyjnych w całym systemie - w sklepach z aplikacjami, 
            usługach hostingowych, pluginach, API i integracjach zewnętrznych;

        •  przerwać system nadużyć - usuwać możliwości monetyzacji, zgłaszać sprawców                             
            i współpracować z branżą w celu blokowania przepływów finansowych;

        •  zapewnić przejrzystość - publikować jasne raporty dotyczące wykrywania, 
            egzekwowania przepisów, zabezpieczeń modeli i przypadków nadużyć.

WEZWANIE DO INSTYTUCJI I OBYWATELI:

        •  uznajcie krzywdę. Narzędzia do nudyfikacji powodują głębokie i trwałe szkody,   
            umożliwiając wykorzystywanie, upokorzenia i cyfrowe naruszenia godności na całe życie;

        •  zrozumcie koszt społeczny. Narzędzia te normalizują obrazy o charakterze seksualnym, 
            przyczyniają się do zobojętnienia, nasilają przemoc ze względu na płeć i podważają 
            poczucie bezpieczeństwa w społecznościach.

        •  nie tolerujcie ich użycia. Zgłaszajcie je, potępiajcie, edukujcie innych i pomagajcie 
            eliminować przestrzenie społeczne i komercyjne, w których funkcjonują;

       •   a przede wszystkim chrońcie dzieci przed tymi narzędziami w każdej roli - zawodowej                    
            i prywatnej. Wychowanie dziecka w bezpiecznym środowisku wymaga zaangażowania 
            całej społeczności.
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        •  całkowicie zakazać narzędzi do nudyfikacji. Zdelegalizować tworzenie, 
            dystrybucję, posiadanie i komercyjne wykorzystanie aplikacji oraz funkcjonalności AI 
            do nudyfikacji;

        •  wprowadzić odpowiedzialność cywilną i karną dla firm, właścicieli, deweloperów, 
            platform i użytkowników umożliwiających lub czerpiących korzyści z obiegu 
            nudifikowanych obrazów;

        •  wprowadzić obowiązek powszechnych blokad dostępu - przez platformy, sklepy                          
            z aplikacjami, usługi hostingowe i dostawców internetu;

        •  Zapewnić szkolne lub obywatelskie programy edukacji medialnej obejmujące ryzyka 
            związane z korzystaniem z aplikacji do nudifikacji.



JEŚLI UŻYTO WOBEC CIEBIE APLIKACJI NUDIFY - NIE JESTEŚ SAMA/SAM

Twoje prawa mają znaczenie. Masz prawo do wysłuchania, prywatności, ochrony 
i uzyskania pomocy bez winy czy wstydu. 

Oto kroki, które możesz podjąć:

Sięgnij po pomoc 1 
Jeśli jesteś w bezpośrednim niebezpieczeństwie, skontaktuj się z lokalnymi 
numerami alarmowymi np. 112 lub powiadom Policję. 

Zadzwoń na telefon zaufania dla dzieci lub linię kryzysową 
- wiele z nich działa 24/7,  są darmowe i poufne. Listę znajdziesz na:
https://childhelplineinternational.org
https://findahelpline.com

Zgłoś sprawę
Jeśli ktoś stworzył nudifikowany obraz z Twoim udziałem, a masz mniej niż 18 lat, 
możesz zgłosić to do właściwego punktu kontaktowego, by usunięto treść: https://inhope.org.
Wymagany jest wyłącznie URL, pod którym znalazłaś/eś obraz.

Powiedz komuś, komu ufasz
Porozmawiaj z dorosłą osobą, przy której czujesz się bezpiecznie - rodzicem, 
członkiem rodziny, nauczycielem, pedagogiem szkolnym lub pracownikiem socjalnym. 
Mogą pomóc zadbać o Twoje bezpieczeństwo i wskazać dalsze wsparcie.

1 Dostępne formy pomocy w Polsce:
   Telefon Zaufania dla Dzieci i Młodzieży - 116 111
   Dziecięcy Telefon Zaufania Rzecznika Praw Dziecka - 800 12 12 12
   Telefon dla Rodziców i Nauczycieli w sprawie Bezpieczeństwa Dzieci - 800 100 100
   Baza ośrodków pomocowych - 116sos.pl
   Zgłaszanie nielegalnych treści w sieci: Dyżurnet.pl (NASK) - dyzurnet.pl
   Usunięcie nudyfikowanych treści: „Take it Down” - takeitdown.ncmec.org/pl


